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(A) Thesis-in-a-slide

e This is athesis in Natural Language Generation (NLG).

— NLG deals with the creation of text starting from knowledge.

o The knowledge needs to be:

— filtered, selected;
— ordered, structured.

e Selection and structuring are domain dependent.
— Knowing how to structure medical reports does not help at
all to structure biographies.
e This thesis:

— uses machine learning to provide domain independent so-
lutions to the Content Selection and Document Structuring
problems.



(A) Content Selection

e Choosing the right information to communicate.

— Arguably the most critical part from the user’s perspective.

(name — first) “John”

(wei ght ) 150Kg

(awar d — nane) “Oscar”
(awar d — nane) “MTV”

(rel ative —»type) C-son

(rel ative — name — first) “Steve”

(rel ative —»type) c-step-cousin
(rel ative —- name — first) “Martin”




(A) Content Selection

e Choosing the right information to communicate.

— Arguably the most critical part from the user’s perspective.

(name — first) “John”

Always include (nane — first).



(A) Content Selection

e Choosing the right information to communicate.

— Arguably the most critical part from the user’s perspective.

(wei ght ) 150Kg

Never include (wei ght ) or (hei ght ).



(A) Content Selection

e Choosing the right information to communicate.

— Arguably the most critical part from the user’s perspective.

(awar d — nane) “Oscar”
(awar d — nane) “MTV”

Include only if (awar d — nane) € {“Oscar”}.



(A) Content Selection

e Choosing the right information to communicate.

— Arguably the most critical part from the user’s perspective.

(rel ative —»type) C-son

(rel ative — name — first) “Steve”

(rel ative —»type) c-step-cousin
(rel ative —- name — first) “Martin”

Include only if (rel ati ve — type) € {c-son}.
Include only if (rel ati ve — nanme < type) € {c-son}.



(A) Document Structuring

e Ordering and imposing a hierarchy to the informa-
tion.

— Conciseness and coherence goals.

Compare:

e Diane Cilento is the mother of Jason. The movie ‘James Bond’
received an Oscar. Micheline Roguebrune is the wife of Sean
Connery. Jason Connery is son of Sean Connery. Diane
Cilento is an ex-wife of Sean Connery.

e Sean Connery is an actor and producer. He married and later
divorced the actress Diane Cilento and they have a child, Ja-
son. He also married Micheline Roquebrune, a painter. Be-
cause ‘James Bond’, he received an

Oscar.



(A) DS schemata

o A schema produces a sequence of messages.

_ pred education

p?“edo per son- 32
p?“@dl " Col unbi a Uni versity"

p’f‘@dg " Conput er Sci ence”
: start 1999/ 8/ 27"
time

mods end "2005/1/17"
place "New York, Ny




(A) DS schemata

o A schema produces a sequence of messages.
e Messages are instantiated a predicates.

pr edi cat e Education

vari abl es
per son . C-person
educati on-event : c-education-event

properties
educati on- event = person. educati on

out put

[ pred education

predy person

pred; educati on-event —t eachi ng- agent

preds education-event —»subject-matter

start educati on-event —date-start
end education-event —dat e-end
place educati on-event —pl ace

reason educati on-event —reason

time
mods




(A) DS schemata

o A schema produces a sequence of messages.
e Messages are instantiated a predicates.

e A schema iIs a finite state automaton over the lan-
guage of predicates

| ntro-person(self),
educati on(sel f, education)*
(spouse(sel f, spouse), intro-person(spouse);
{ child(spouse, self,child),
I ntro-person(child) } )*
(novi e(sel f,novie), iIntro-novie(novie);
{ awar d(novi e, sel f, award),
I ntro-award(award, self) } )*



(A) DS schemata

o A schema produces a sequence of messages.
e Messages are instantiated a predicates.

e A schema iIs a finite state automaton over the lan-
guage of predicates

o Example document plan (sequence of messages)

| ntro- person(person-1), ex-spouse(person-1, person-2),
| ntro- person(person-2), spouse(person-1, person-3),
| nt ro- person(person-3), child(person-1, person-4),
| ntro- person(person-4), novi e(bond-1, person-1),
| ntro-award(oscar-1, person-1)



(A) Indirect Supervised Learning

e Use the Text-Knowledge corpus.

— To obtain matched texts.

e Use the matched texts.

— To obtain Content Selection labels.
— To obtain semantic sequences.

e Use the Content Selection labels

— To learn CS rules.

o Use the semantic sequences

— To learn schemata.



(A) Matched Text Example

\f% \—/1M

TEXT

Ry parente el G Sy nee paen 133
G socane i
Geres
GanFranciyo. 70

1 <birth date day>

2 <birth date month>

3 <birth date year>

4 <birth father name first>

5 <birth father name last>

6 <birth name first>

7 <birth name givenname>

8 <birth name last>

9 <birth mother name first>
10 <birth mother name last>
11 <birth place city>
12 <birth place province>
13 <birth place country>
14 <name last>
15 <name first>
16 <occupation>
17 <occupation>
18 <relative relative name first>
19 <education place city>
20 <education teaching—agent>
21 <significant-other name first>

. KNOWLEDGE

10

1971

Michael
Horowitz
Winona

Laura
Horowitz
Cindy
Horowitz
Winona

MN

USA

Ryder
Winona
c—actress
c—model
Michael,Cindy
San Francisco
American Conservatory Theater
David




(A) Optimization Approach

e Given training input I and output O pairs.
e TO find the entity e* € Schemas or Rules such that

e = argmax P(e|l,O)

e Replace the probability with a likelihood f(e, I, O)

— Define f by using e on I to obtain O' = ¢(I).
- fle,1,0) = |0 —e(I)|| = [|O = O'|].

e The distances are fithess functions for a stochastic
search process.



(A) CS Fitness Function Over Training Set

| use the weighted F-measure over the labels as fitness:

Fitness = F. + wov

where

o (a* + 1) Prec Rec
*  a?Prec+ Rec

v = a minimum description length term

This function captures the problem well and allows selecting solu-
tions that prefer precision or recall through the o parameter.



(A) DS Fitness: Three Tiers

1. Content Selection.
e Same as before, but now measures Content Selection In-
place.
2. Order Constraints.
e Order Constraints mined in the training data, to qualify poor
Instances with crossing alignments.
3. Alignments.

e Efficient, dynamic programming-based alignments (do not
allow crossing alignments) with recurrences that compare
sequences of atomic values to sequences of messages.



(A) Contributions and Results Highlights

10

e Indirect Supervised Learning

— Obtained hundreds of CS training instances, with an F'* as
high as 0.7 and hundreds of DS training instances, with a
Kendall’'s = as high as 0.94.

e Content Selection

— Three different learning methods, with different strengths
and weaknesses. Results 8% below training material qual-

Ity.
e Document Structuring

— Mined order constraints in two domains.
— Succeeded learning a simple schema in medical domain.
— Promising results in biographies domain.



(A) Structure of this Talk

(B) Indirect Supervised Learning.

e Unsupervised construction of the matched texts.

e Biographies domain, 4 different styles.

(C) Content Selection Learning.

e Supervised learning of Content Selection rules.
e Biographies domain, 4 different styles.

(D) Document Structuring Learning.

e Unsupervised learning of order constraints.
e Supervised learning of schemata.
e Medical and biographies domain.

11



Indirect Supervised Learning



(B) Problem Revisited (Indirect Supervised Learning)

12

) ———5| Knowledge
Component
@ l Knowledge
Knowledge
Sources
Generation
Component

h

Generated
Biographies




(B) Extraction Example

12

ALIASES His aliases include Fadel Nazzal al- Khalayleh , Fadil al- Khalaylah , ...

EDUCATION He ’s thought to be a high school dropout

TRASLATION Zargawi went to Afghanistan to fight the Soviets in the late 1980s

JOIN_ORG In Afghanistan , Zargawi plugged into the al Qaeda

PRISON in the early 1990s , he was jailed and spent seven years in jail

BIRTH_DATE al- Zargawi ( Arabic : ) ( possibly born on October 20, 1966 )

BIRTH_.COUNTRY al- Zargawi ( Arabic : ) ( possibly born on October 20, 1966 ) is a shadowy ...

BIRTH.NAME  Ahmad Fadeel al- Nazal al- Khalayleh ( Arabic : ) , is believed to be his real name

DESCRIBED Zargawi is usually described as somber and unintelligent

PRISON in 2001 , al- Zargawi was arrested again in Jordan

MASTERMIND  On July 11, 2004 , Zargawi claimed responsibility for a July 8 mortar attack in Samarra

MASTERMIND  Zargawi has also claimed responsibility for the Canal Hotel bombing of the U . N . ...

BIRTH_DATE al- Zargawi ( possibly born on October 20 , 1966 )

BIRTH_.COUNTRY al- Zargawi ( possibly born on October 20 , 1966 ) is a shadowy Jordanian national




Extraction Example

12

PRISON

Zargawi was jailed briefly in the 1980s for sexual assault

TRASLATION

In 1 989 , Zargawi traveled to Afghanistan to fight against the Soviet invasion of ...

TRASLATION

in the mid- 1990s , al- Zarqgawi travelled to Europe

PRISON

he was arrested in Jordan in 1992

CREATE_ORG

In Afghanistan , al- Zargawi established a terrorist training camp

PRISON

in 2001 , al- Zargawi was arrested again in Jordan

MASTERMIND

On July 11, 2004 , Zargawi claimed responsibility for a July 8 mortar attack in Samarra

OCCUPATION

al- Zargawi is a Palestinian jihadi leader

ALIAS

al- Zargawi , A . K. A . Fedel Nazzel Khalayleh ,

JOIN_ORG

He is from the Beni Hassan tribe

MASTERMIND

Zargawi has been implicated in terrorist activity worldwide

MASTERMIND

He has also been implicated in a foiled chemical weapons attack against Jordan'’s . ..

MASTERMIND

Zargawi was behind the assassination of US diplomat Lawrence Foley in Amman, ...

OCCUPATION

Al- Qaeda Zargawi has been named as the leader of Jund al- Shams




(B) Problem Revisited (Indirect Supervised Learning)
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(B) Problem Revisited (Indirect Supervised Learning)
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(B) Problem Revisited (Indirect Supervised Learning)

12
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(B) Knowledge Representation

] c-actor
occupation
Diane
c-producer

occupation name-first
S Cilento

name-first name-last

c-actress
Connery occupation
name-last P

relative relative
ecsose oo

relative

Spouse c-painter
occupation
work
name-first
name-last —»  Micheline
Roquebrune

movie-2 *’
work Operation War Head

title

»

Pl bond-1

sb-title

title
c-green Best Actor

eye-color

accent

c-scottish Oscar

o

C-son

James Bond

13

name-first

name-last

Jason

Connery



(B) Graphical Model

Knowledge

Relevant

Knowledge \

Document
Plan

Text /

Content
Selection

Text
Structuring

Aggregation &
Lexicalization
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(B) Graphical Model

Knowl edge\
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.

Relevant
Knowledge
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(B) Graphical Model

Knowledge

Relevant

Knowledge \

Content
Selection

14



(B) Model

e VVery simple model

— Similar to IBM Model-1 for MT

— C: set of concepts

— P: set of phrases

- V(c): set of phrases for concept ¢

o [Est

Hy: PpePlcel)=p=PpeP) ifpe¢V(c
Hi: PpePlcelC)=pr>»p=P((peP)iftpeVc

15



(B) Example

16

e Given:
- (KBl, Bi01> . (KBQ, B’iOQ) , (KBg, B’iOg) . (KB4, B’i04)
e Cluster Knowledge Bases By Value:

- {K By, KBy} contain ((birth — pl ace — state), MD’)
- {K B;, KB,} contain ((bi rt h — pl ace — state),'NY’)

o« Compare Language Models Of Clusters:

— Compare the models of { Bio, Bioy} against { Bios, Bio,}.
— If the models differ, select (bi rt h — pl ace — st at e).

e Bioy = “...bornin Maryland...”
e Bioy, = “...from Maryland...”
e Bios = “...native of New York...”

e Bioys = “...born in New York...”



(B) Verbalize-and-search

knowledqge Verbalize—and

VERBALIZE

SEARCH

matched
texts

DISAMBIGUATION




(B) Evaluation Methodology

18

e Split all training material into Train and T'est sets.
— Hand-tag T'est (for Content Selection, Ordering or both).

e Testing the Unsupervised algorithm:
— Obtain labels over Test and compare them to the hand-
annotated ones.

— (Actually, obtain labels over Train+Test to have more train-
Ing material and also have more insights of how well the
system runs over T'rain.)

e Testing the overall Indirect Supervised algorithm:

— Obtain in an unsupervised manner tags over Train.
— Learn rules or schemata over the tags obtained over T'rain.

— Execute the rules or schemata over Test and compare to
the hand-annotated tags.



(B) Corpora

19

Actor, born Thomas Connery on August 25, _v "Thomas’
1930, in Fountainbridge, Edinburgh, Scot-
land, the son of a truck driver and char-
woman. He has a brother, Neil, born in 1938.
Connery dropped out of school at age fif

teen to join the British Navy. Connery is best

known for his portrayal of the suave, sophisti-

relative-2

cated British spy, James Bond, in the 1960s.

. . person
person  "pashiel” P




(B) Corpora

Toniine.

HOME B MNEWWS FEATURES m AEVIEWYS + CELZES FUNMGEAMES MULT IMZDIA

TODAY 5 NEWS

BE ON TV

FRESH FEATURES

THE FACTS

Sean Connery
[ the facts L slorles mullimedia  fanclubs

==arch far Z=an Cannery
praducks:

*  manizs

*  calecible

Birth Mame: Thamas Sean Cannery

Birthdate: August 25, 1230

Birthplace: Edinburgh, Scatland

Cecupations: Actar, Directar, Madel, Producer

Quote: " would drink Sean Connety's bath water. " --Whoopi
Goldbery, Cable Magazine, 13853

"He's.. ane of the best actors there iz, simple asthat... With
Sean, in addition ta briliant taknt, there s a2 persona that every

great star has. When Sean's..on the screen, it's hard 1o look at

anything else. To be a great star, 1,rnzzuu have to be a first- rate

m~adau baa Aar tlhmt liat AF At mAataua Y warlea e il 0

wonight on

Must |
Have ' |
This

Season

style.




(B) Corpora

19

DI ogr aphy. com| Total Average Train | Test
# pairs 102 - 91 11
# triples 10,628 104.20| 9,500(1,128
# words 54,001 529.42 + 301.15| 49,220|4,781
s9.com

# pairs 578 - 558 20
# triples 95,032 164.42| 92,969 2,063
# words 21,037 36.40 +34.04| 20,192| 845
| ndb. com

# pairs 199 - 185 14
# triples 31,676 159.18| 29,323|2,353
# words 64,196 | 322.59 + 285.63| 60,086 4,110
W KI pedl a. org

# pairs 361 - 341 20
# triples 108,009 299.19 /102,297 5,712
# words 68,953191.01 + 55.17| 64,784 4,169




(B) Baseline Variant

20

Corpus Prec. |Rec.| F* |selected

bi ography. com| 0.74|0.640.69 297
s9.com 0.51]0.53|0.52 184

| mdb. com 0.71/0.53/0.61 295

w ki pedi a.org| 0.70|0.47|0.56 420

e Error Analysis

— Had to select 334, system selected 297 with 111 misses.
—cl ai nt of ane canned-t ext, 11 misses out of 11.
—educat i on #TYPE, 6 misses out of 6.

—occupati on #TYPE, 16 misses out of 16.

—signi ficant-other #TYPE, 15 misses out of 15.
—relative #TYPE, 17 misses out of 17.

—relative relative nane | ast, 9 misses out of 11.
— (covers 66% of all errors)



(B) Variant 4

Corpus Prec. |Rec.| F*|selected

bi ography. com| 0.75|0.67|0.71 300
s9.com 0.52] 0.55]0.54 181

| mdb. com 0.68| 0.59/0.59 284

w ki pedi a.org| 0.65|0.52|0.57 481

21

e Error Analysis, compared to Baseline Variant

—occupati on #TYPE, now missed 13 (instead of 16).
x Dictionary Induction

—relative relative nane | ast, now missed 5 (instead
of 9).

+x Disambiguation



(B) Document Structuring results

F!ie Etﬂt View Go Bﬂukmarks Tools Window Help

Q @ @ @ % http://www1.cs.columbia.edu/~pabloftagforder.& '_'-7-{

0 rder

o, 22 il name-1$first-name$0 name first-name
'iil frame "Shirey"

3, il name-1$last-name$0 name last-name
i B | frame "JﬂnESH

5 _U ] ll date-13month$0 birth date-instant month
D] B | frame 3

3 _U ] ll date-15day$0 birth date-instant day
D] B | frame 31 o

4, 2l il date-1$year$0 birth date-instant year
D] B | frame 1034

5 il ll place-2%city$0 birth place city
D | B | frame "Smithton"

]
)
b
:
]




(B) Document Structuring results

e Kendall's 7

T=1-—

e Results

2(number of inversions)

N(N —1)/2

22

— Wikipedia corpus, average sequence length in test set is

29.80 + 10.86.

Recall

T

Baseline

0.47

0.94 £ 0.10

Variant 4

0.52 +11.43

0.89 + 0.12




(B) Learned Words Examples

23

((birth date month),3) March.

({(birth date day),17) 17.

((birth place country),England) England, Britain, UK, British.
({si gni ficant-other #TYPE),c-fiancee) dated, engaged.

occupati on #TYPE),c-job-comedian) comic, stand, Comedian,
[l ] - [l
Comedy, comedian, comedy, comedic, Comedians.



(B) Semantic Sequence Example

19 <education place city>
20 <education teaching—agent>
21 <significant-other name first>

T \/3 vl]_\—/l2
- 4 14
*\’j S
//ﬂ%
N———
T A erican COnsS .
/ >>>>> \ ‘v
R 20
9
L
P
1 <birth date day> 29 KNOWLEDGE
2 <birth date month> 10
3 <birth date year> 1971
4 <birth father name first> Michael
5 <birth father name last> Horowitz
6 <birth name first> Winona
7 <birth name givenname> Laura
8 <birth name last> Horowitz
9 <birth mother name first> Cindy
10 <birth mother name last> Horowitz
11 <birth place city> Winona
12 <birth place province> MN
13 <birth place country> USA
14 <name last> Ryder
15 <name first> Winona
16 <occupation> c-actress
17 <occupation> c-model
18 <relative relative name first> Michael,Cindy

San Francisco
American Conservatory Theater
David

Semantic Sequence:

(
(
(
(
(bi
(bi
(bi
(bi
(bi
(bi
(bi
(bi
(bi
(bi
(
<

name | ast)
name first)
birth date year)
occupatlon)
irth nanme first)
irth name gi vennane)
birth name | ast)
irth date nonth)
irth date day)
irth place city)
irth place province)

o

o T

irth father nane first)

nmot her nane first)
irth father nane | ast)

educati on t eachi ng-agent)

irth

educati on place city)

24

name-1$last
name-1$first
date-22%year
occupation-2$TYPE
name-2$first
name-2$givenname$0
name-2%$last
date-22$month
date-22%day
place-1$city
place-1$province
name-15%first
name-17%$first
name-15%$last
name-20$name
place-7$city



(B) Indirect Supervised Learning (ISL) Conclusions

25

e ISL Is a feasible way to perform supervised learning
without hand-tagging.

e Its unsupervised nature makes for quite some level
of noise.

e More research can focus on improving the matching
model.

e The text part of the Text-Knowledge corpus is nor-
mally very small, but step-wise construction of the
matched text helps to remedy the lack of data.



Content Selection



(C) Problem Reuvisited (Content Selection)

e CS Is labelling atomic pieces of knowledge

— Labelling with two labels, select (sel) or omit (—sel).

(name — first) “John”

Always include (nanme — first).

26



(C) Problem Reuvisited (Content Selection)

e CS Is labelling atomic pieces of knowledge

— Labelling with two labels, select (sel) or omit (—sel).

(awar d — nane) “Oscar”
(awar d — nane) “MTV”

Include only if (awar d — name) € {“Oscar”}.



(C) Problem Reuvisited (Content Selection)

e CS Is labelling atomic pieces of knowledge

— Labelling with two labels, select (sel) or omit (—sel).

(rel ative —»type) C-son
(relative — name —first) “Steve”

(rel ative —»type) c-step-cousin
<

relati ve — name — first) “Martin”

Include only if (rel ati ve — type) € {c-son}.
Include only if (rel ati ve — name < type) € {c-son}.

26



(C) Approach: Content Selection Rules

e Learning from

— Input

G2

— Output

.=

o Representation (rules)

Cy: constraints
In_node

P path to
other node

C,: constraints
In_other node

27



(C) Approach: Content Selection Rules

27

G2

training

+ F-measure — @

e Each rule is executed and its output compared to the automat-
iIcally obtained reference




(C) Approach: Content Selection Rules

27

| use the weighted F-measure over the labels as fitness:

Fitness = F. + wov

where

e (a* + 1) Prec Rec
*  a?Prec+ Rec

v = a minimum description length term

This function captures the problem well and allows selecting solu-
tions that prefer precision or recall through the o parameter.



(C) Detalls CS Rules

e Combining two rules

Cl P CQ

Ci P Cs
] ]
c (Cla Ci) P C (627 Cé)

e The new rule share some of the constraints of its parents



(C) Detalls CS Rules

28

e HOw GAs Work

— In a genetic search, at all times a population of possible
Instance solutions is kept.

— Each instance has an associated fitness value, indicating
Its apparent goodness.

— In each step of the search, or generation, a percentage of
the worst-fitted instances is discarded.

— The empty slots are filled by applying operators, that create
new instances by mixing two existing ones (combination) or
by making changes in a existing one (mutation).



(C) Approach: Machine Learning

birth-1

“Connery"

1930

c-actor
"Jason”

s =on Unifier
u p date relative

person

. age
relative 9

11

D —
relative-1 ... relative-11 63

!

29

o o 111 (= J
O 1 0 1 =Y o TR 0 1./ o U )




(C) SELECT-ALL/SELECT-NONE rules

30

e Simpler rules

— Compute the F* of selecting all elements in a data-path.
— If the F* is greater than 0.5, SELECT-ALL.
— Otherwise, SELECT-NONE.

o Advantages

— Trivially fast to learn.
— Generalize well.
— Very robust to noise.

e Disadvantages

— Low accuracy.



(C) Experiment: CS Rules Overall Evaluation

e SELECT-ALL/SELECT-NONE Rules

31

Corpus

P

Variant O

R

F*

se|

Variant 4

R

F*

sel

bl ogr aphy. com

0.60

0.61

0.61

36

0.58

0.66

0.62

95

s9.com

0.35

0.46

0.40

11

0.50

0.48

0.49

18

| ndb. com

0.58

0.32

0.41

22

0.53

0.37

0.44

39

w ki pedi a. org

0.85

0.18

0.30

10

0.59

0.29

0.39

33

o Tri-partite (CS) Rules.

Corpus

F*

sel

bi ogr aphy. com

0.58

0.72

0.64

410

s9.com

0.34

0.49

0.40

248

| mdb. com

0.50

0.46

0.48

338

w Ki pedi a. org

0.52

0.37

0.43

433




(C) Experiment: Machine Learning

e Only performed in bi ogr aphy. com

Metric Prec. Rec.| F*
j48 (C4.5) 0.68| 0.49|0.57
Nalve Bayes 0.62|0.49|0.55
SMO (SVM) 0.61| 0.50/0.55
Logistic 0.62 ] 0.57/0.59
Baseline 0.60|0.61/0.61
seLecT-ALL/SELECT-NoneE | 0.58 | 0.66|0.62
CS Rules 0.580.72|0.64

32



(C) Experiment: Prec. and Rec. at different values of «

0.8

0.4

0.2

Impact of the f-measure parameter

33

I I I
Precision —+—
Recall ---x---
F-measure ------

H-=m=X

" X _
e
_x7
ST
e e
//X’/
/X———-X// ¥ K----- K---- K- Ke---- K----X * Xo-o-- X----- Koo - ¥

0 5 10 15
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(C) Experiment: Cross-Corpora application of the rules

Tested Trained on
on bi ogr aphy. com s9. com i ndb. com
bi ogr aphy. com gg?g F*: 0.64 28% F*:0.28 ggég F*: 0.50
P:0.66 * - P:0.34 % P:0.46 o
s9. com 035 F*:0.46 70.15 F*:0.40 098 F*:0.32
i mdb. com 050 [ 0.44 | 292 F*:0.33 | 290+ 0.48

34



(C) Example Rules

35

(person — nanme — first):
(-, - -). ; TRUE
Always say the first name of the person being described.

(educati on — pl ace — country — nane — | ast ):
(value € {“Scotland”, “England”},-,-).

As | used U.S. biographies, the country of education is only
mentioned when it is abroad.

(si gni ficant-other — #TYPE):
(value € {c- husband,c-wi f e},-,-).
Mention husband and wives (but not necessarily boyfriends,
girlfriends or lovers).

(relative — name — | ast):
(-,(-last -name -relative #TYPE), value € {c-f at her }).

Only mention the last name of the father of the person.



(C) Content Selection Conclusions

36

e Proposed, implemented and evaluated three learn-
Ing methodologies
— SELECT-ALL/SELECT-NONE rules.
— Tri-partite rules.
— Classification systems (traditional Machine Learning).

e Each methodology has its own strengths and weak-
Nnesses.
— SELECT-ALL/SELECT-NONE rules: more robust.
— Tri-partite rules: best compromise.
— Classification systems: more precise.



Document Structuring



(D) Problem Revisited (Document Structuring)
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e Document Structuring.

— Input: knowledge to be structured
— It uses communicative predicates to produce messages.
— Output: document plan (sequence of messages).

e Learning Document Structuring schema.

— From sequences of atomic values.

— Problem: sequence of atomic values is not a sequence of
messages.

e Two Domains.

— Medical: simpler, fewer data, simpler schema.
— Biographical: more complex, more data, full-fledged schema.



(D) MAGIC representation
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DRUGEND ANESTHESIA SURGERYLEN DRUGSTART HYPOTENSION HYPERTENSION




(D) MAGIC representation

38

planner o & e

Semantic input sets (unordered)
patient A drugend-1,drugend-2,hypotension-1,name-1,surgerylen-1

patlent B anesthesia-1,anesthesia-2,drugstart-1,hypertension-1,hypertension-2,medhist-1,name-1surgerylen-1

planning Y NN

Plans (ordered)
plan for A drugend-1,drugend-2,surgerylen-1,name-1,hypotension-1

plan for B medhist-1,anesthesia-1,anesthesia-2,surgerylen-1,name-1,drugstart-1,hypertension-1,hypertension-2



(D) MAGIC data
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e From a past evaluation (McKeown et al., 2000)

— Annotated Transcriptions of Physicians Briefings

e Semantic Annotation

— Assisted by a Domain Expert
— Semantically Tagged Non-overlapping Chunks (Clause Level)
— Tag-set

x Over 200 tags

x 29 categories

e Expensive Task

— Intensive Care Unit, a Busy Environment
— Total Number: 24 Transcripts
— Average Length: 33 tags (min = 13, max = 66, o = 11.6)



(D) MAGIC approach

semantic input transcripts

e

order constraints

! !

genetic pool

o opertors

fitness fn

planner
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(D) MAGIC Approach

e Order Constraints

Sequences

U
Pattern Detection

e

Patterns

v
Clustering

4

Cluster of Patterns

U
Constraints Inference

4

Order Constraints over Clusters

40



(D) MAGIC Approach
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e [5 function works as follows:

— given a set of semantic inputs;
— the chromosome is used to generate corresponding plans;
— then order constraints are checked for validity.

plan

order constraint



(D) MAGIC Approach

inputs
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(D) MAGIC Approach

40

o Alignment

john doe had one episode of hypotension . by the end of the sumery he received dopamine and levophed . his total bypass time was ?2h and 3I0m .

e

john doe iIs a patient . he received dopamine and levophed ar the end of the sumery . he had hvpotension . his total sumery time was ?h and 20m .

e This alignment produce an score that is then aver-
aged over the different patients.



(D) MAGIC Order Constraints Results
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o Obtained an average of 58.54 (4+8.46) patterns, clus-
tered into 19.71 (+3.02) clusters.

e An average of 401.94 (+51.23) constraints are found
from which

— 205.21 +45.95 (a 51.90%) are always correct,
—196.61 +£68.13, (a 48.07%) sometimes contain errors,
—and 0.14 £0.35, (a 0.04%) contains a large number of errors.



(D) MAGIC Order Constraints Results

41
Learning curve
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(D) MAGIC Document Structuring Results
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e Baseline
— The first generation of three runs (a total of 6,000 random
Instances).

— Scored using Kendall's 7 against the MAGIC planner, they
had an average 7 of 0.0952 + 0.1144.

e Learned Planners

— The best instance for each run at each iteration step is is
scored against the sequence obtained from the MAGIC plan-
ner.

— The average over the three runs gave 7 of 0.2288 4+ 0.0342.



(D) MAGIC Document Structuring Results

Fitness function during training (50 iterations)
'1377 I I I I I I I I

I
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iteration



(D) MAGIC Document Structuring Results

42
Fitness function during training (22 iterations)
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(D) MAGIC Document Structuring Results

42
Overall Population Goodness
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(D) ProGenlE Data

eW Ki pedi a. org

Total Average Train Test
# pairs 361 - 341 20
# frames| 58,387 161.737| 55,326 3,061
# triples | 108,009 299.194 102,297 | 5,712
#words | 68,953| 191.006 + 55.17| 64,784 | 4,169
# chars |418,035|1,157.992 + 334.01392,925|25,110

e Orderings Quality

avg. length T
26.35 + 11.4260| 0.8909 + 0.1154




(D) ProGenlE Approach

44

e Three Tiers:

1. Content Selection
2. Order Constraints
3. Alignments

e Alignments

— Comparing sequences of atomic values to sequences of
messages (sequences of sets of atomic values).

T(Z — 1,j) if T(Z — 1,j)wasamismatch (skip)

T(i,5)=maz{ TG —1,5—1) (match) (+c(2, )
T(i,7—1) (stay)
1 ifves

cli,j) = -1 vés



(D) ProGenlE Order Constraints Results

45

o Obtained an average of 14.17 (+1.81) patterns, clus-
tered into 3.84 (£0.38) clusters.

e An average of 537.04 (£18.43) constraints are found
from which

— 276.64 +£15.50 (a 51.50%) are always correct,
—260.41 +£12.38, (a 48.51%) sometimes contain errors.



(D) ProGenlE Order Constraints Results

Learning curve 45
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(D) ProGenlE Problem

e Search does not make progress.

0.41

0.4

0.39

0.38

0.37

0.36

0.35

0.34

0.33

Fitness function during training (392 iterations)

[
fitness

100 150 200 250 300
iteration

350

400
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(D) Document Structuring Conclusions

e Proposed fithess function

— Corpus-based.
— Allows for learning in simpler domain.

e Search process

— Good for simpler domains.

— Progresses too slow in more complex domains.

— Need corpus-based search operators.

47



(D) Contributions

48

e Indirect Supervised Learning contributions

— Devising, implementing and testing a system for the auto-
matic construction of training material for learning CS and
DS logic.

e Content Selection contributions

— The proposal and study of techniques to learn CS logic from
a traning material consisting of structured knowledge and
selection labels.

e Document Structuring contributions

— Defined the problem of learning DS schemata from indirect
observations, proposing, implementing and evaluating two
different, yet similar techniques in two different domains.



(D) Limitations and Further Work
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e General Limitations

— Text-Knowledge corpus requirement.
+ Use a small knowledge set to bootstrap the whole process.

e Limitations of the matched text construction process
— Model limitations.
+ Improve the model using EM.

e Limitations of the learning of Content Selection rules
— Captures only paradigmatic information.

+ Complement the approach with summarization techniques.

e Limitations of the learning of Document Structuring
schemata

— Requires communicative predicates.
+ Learn statistical predicates for a fully statistical system.



(D) Thesis Conclusions
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“The main effort in porting a generator to a new domain is
In the adaptation of its discourse planning component.”

(Bontcheva and Wilks, 2004)



